
ISSN 0005-1179 (print), ISSN 1608-3032 (online), Automation and Remote Control, 2024, Vol. 85, No. 9, pp. 835–863.
c© The Author(s), 2024 published by Trapeznikov Institute of Control Sciences, Russian Academy of Sciences, 2024.
Russian Text c© The Author(s), 2024, published in Avtomatika i Telemekhanika, 2024, No. 9, pp. 3–40.

LINEAR SYSTEMS

Adaptive Auxiliary Loop

for Output-Based Compensation of Perturbations

in Linear Systems

A. Glushchenko∗,a and K. Lastochkin∗,b
∗Trapeznikov Institute of Control Sciences, Russian Academy of Sciences, Moscow, Russia

e-mail: aaiglush@ipu.ru, blastconst@yandex.ru

Received January 25, 2024

Revised June 24, 2024

Accepted July 10, 2024

Abstract—The problem of output-feedback compensation of bounded additive perturbations
affecting a minimum-phase linear system with unknown parameters is considered. An adaptive
auxiliary loop is developed, which does not require to know the perturbation model and allows
one to: a) separate the processes of estimation of parametric and additive perturbations, b) es-
timate and compensate for the additive perturbation with any given accuracy if the conditions
of the parametric identifiability are met. The above-mentioned separated estimation of two dis-
turbances of different nature is achieved by augmentation of the A.M. Tsykunov auxiliary loop
method with the law to identify the unknown parameters, which is based on the instrumental
variables approach and the procedure of dynamic regressor extension and mixing (DREM). The
obtained system of the additive perturbations compensation has a certain potential to be used
together with the conventional industrial PI-, PID-controllers. The theoretical results of this
study are validated via mathematical modelling.
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1. INTRODUCTION

The problem of external perturbation compensation has been attracting considerable attention
of specialists in radio engineering, electrical engineering, control theory, etc. for many years. To
date, two basic principles of such compensation have been proposed—indirect and direct ones.

Considering the indirect compensation, a characteristic polynomial of a closed-loop system is
chosen so that the component of the system forced motion caused by the perturbation is reduced
as much as possible in comparison with the one associated with the reference signal. However, it is
impossible to ensure the same quality of compensation for perturbations with significantly different
spectra by certain choice of the characteristic polynomial of a closed-loop system, and the problem
of how to choose it on the basis of a priori data on the perturbation spectrum or in an optimal
way (e.g., in terms of H2-, H∞-norms, invariant ellipsoid metrics, etc.) is faced. In this sense, it is
necessary to admit the limitations of classical feedback.

A natural response to this challenge was the development of the direct compensation principle,
according to which the control signal is decomposed into two components. The first one corrects the
characteristic polynomial of the closed-loop system, while the second is to be equal to the perturba-
tion with the opposite sign. If the disturbance is matched with the control signal and measurable,
this approach achieves its full compensation. At first glance, the matching condition seems to be
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836 GLUSHCHENKO, LASTOCHKIN

restrictive, because in practice the disturbance and the control signal are often unmatched. How-
ever, in fact, by following the equivalent-input-disturbance approach [1] and adopting some rather
weak differentiability conditions for the original perturbation, the matching condition can always
be satisfied. For example, consider the following system:

ẏ = a1y + b1x+ b1f,

ẋ = a2x+ b2u,

then, if the perturbation f is differentiable, the application of the equivalent-input-disturbance
approach allows one to obtain a system with matched perturbation:

ẏ = a1y + b1ζ,

ζ̇ = a2x+ b2u+ ḟ ± a2f = a2ζ + b2

⎡
⎢⎢⎢⎣u+ b−1

2

(
ḟ − a2f

)
︸ ︷︷ ︸

feq

⎤
⎥⎥⎥⎦ ,

where a1, a2, b1, b2 are some scalars, y stands for a measurable output signal, x denotes unmeasur-
able state vector, ζ = x+ f is a virtual state, u denotes a control signal, f stands for the original
disturbance, feq is an equivalent input disturbance.

Thus, we will hereafter refer only to matched perturbations, assuming that the principle of
equivalent-input-disturbance has already been implemented.

Much more restrictive requirement is that the perturbation is measurable. To relax it, various
disturbance observers have been proposed in the literature that allow one to reconstruct the value
of the disturbance with some (usually arbitrary) accuracy from measurements of the control and
system output signals. Without pretending to provide an exhaustive review, some of the existing
perturbation observers are considered further. We recommend an interested reader to study the
reviews [2–5] to become aware of the full variety of methods.

Existing perturbation observers can be classified as follows:

1) methods that require to know both the system parameters and the perturbation model and
parameters (extended Luenberger observer) [6],

2) methods that require knowledge of the system parameters and the disturbance model with
parametric uncertainty [7–11],

3) methods that require the disturbance model to be known, while the system and disturbance
parameters can be unknown [12–16],

4) methods requiring only knowledge of the system parameters [1, 17–20],
5*) methods that require neither knowledge of the disturbance model nor the system parameters

[21–26].

The algorithms that belong to group 5* are the subject of interest of this study since, compared
to other solutions, they require minimum amount of a priori information about the system and
the perturbation. A detailed analysis of such algorithms shows that, in fact, there are no observers
in the literature that allow one to estimate the additive perturbation if the system parameters are
unknown. This is due to the fact that existing algorithms are not able to separate parametric
and additive disturbances. Instead, the algorithms from the group 5* estimate an augmented
perturbation consisting of their sum. Let us illustrate this statement with an example.

A first-order system is considered:

ẋ = u+ θ�ϕ (x) + f,

where θ�ϕ (x) is a parametric disturbance, f denotes an additive perturbation.
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ADAPTIVE AUXILIARY LOOP 837

If the parameters θ are known and ḟ is bounded, then a trivial observer (s: = d
dt):

f̂ =
s

ls+ 1
[x]− θ�

1

ls+ 1
[ϕ (x)]− 1

ls+ 1
[u] ,

according to [26, p. 196; 27], allows one to estimate and compensate for the additive disturbance f
with an arbitrary accuracy.

If the parameters θ are unknown, then only augmented disturbance can be estimated:

s

ls+ 1
[x]− 1

ls+ 1
[u] =

1

ls+ 1
[f ] + θ�

1

ls+ 1
[ϕ (x)] .

In order to single out an additive disturbance from the augmented one, the estimate of the
parameters θ is to be obtained and used:

f̂ =
s

ls+ 1
[x]− 1

ls+ 1
[u]− θ̂�

1

ls+ 1
[ϕ (x)] =

1

ls+ 1
[f ]− θ̃�

1

ls+ 1
[ϕ (x)] ,

from which it follows that the separation of two types of perturbations is possible if and only if
the parametric error θ̃ converges to zero asymptotically. However, in case of perturbations, the
existing identification laws provide only the parametric error boundedness [28, p. 556], which does
not allow one to achieve complete separation even by augmenting the disturbance observer with
known parameter estimation algorithms. Incomplete attempts to estimate additive and parametric
uncertainties apart from each other can be found in [24, 29, 30].

The considered separation problem is of a fundamental nature and does not depend on the spe-
cific type of applied perturbation observer. Therefore, the existing observers estimate and compen-
sate for an augmented perturbation represented as a sum of parametric and additive disturbances.
Such an approach certainly deserves the right to exist and proved itself in comparison with the
conventional PI- and PID-controllers [22] a long time ago. However, firstly, in such control systems
the synergetic principle of least action [31] is violated, since the whole dynamics of the system
is compensated without any reflection on its “usefulness” or “armfulness” to achieve the control
objective; secondly, considering some practical scenarios, the baseline stabilising component of the
control law (e.g., PI- or PID-controller) has already been chosen by robust methods taking into
account the parametric uncertainty (θ�ϕ (x) in the above-given example), and it is necessary to
estimate and compensate only for the additive perturbation (f in the mentioned example). There-
fore, the problem of design of the additive perturbation observer in the presence of parametric
disturbance is actual.

In this study we consider the problem of estimation and output-based compensation of bounded
additive perturbations affecting a minimum-phase linear system with unknown parameters. The
solution of this problem is proposed to be obtained on the basis of the indirect adaptive control
framework, according to which the control design procedure is decomposed into two stages. At the
first one, a control law is introduced that ensures the achievement of the control objective assuming
that the system parameters are known (in this study, we use the method of A.M. Tsykunov auxiliary
loop [26, p. 196] to design such a law). At the second stage, the identification law is developed,
and all unknown parameters of the control law defined at the first stage are substituted with their
dynamic estimates. The key structural element of such an adaptive control system is the above-
mentioned law, which is required to ensure asymptotic convergence of the unknown parameter
estimates to their true values in a closed loop affected by an additive disturbance under the weakest
possible regressor excitation requirements. In this paper, a recently proposed algorithm [32] based
on the instrumental variables method [33] and the dynamic regressor extension and mixing (DREM)
procedure [34] is proposed to solve the online identification problem. The convergence conditions
of the parameter identification process using such a law are given below:
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838 GLUSHCHENKO, LASTOCHKIN

—a controller that stabilises the system affected by the additive and parametric perturbations
is known,

—a control signal to compensate for the disturbance is bounded (for instance, via sat {.} func-
tion),

—a reference signal includes not less than n different frequencies (where n is the system order),

—the reference and disturbance signals spectra have no common frequencies.

It is shown that when these conditions are met, the parametric error convergences to zero despite
the presence of the additive disturbance, and the proposed system of adaptive compensation of such
perturbation ensures its asymptotic estimation and compensation. The potential of application of
the proposed system together with the conventional industrial PI-, PID-controllers is shown via
numerical experiments, the fact that the conditions of parametric convergence are met when typical
reference signals are used is also illustrated.

2. PROBLEM STATEMENT

The following perturbed linear dynamic system is considered:

y (t) =
Z (θ, s)

R (θ, s)
[u (t)+f (t)] ,

Z (θ, s) = bmsm + bm−1s
m−1 + . . . + b0,

R (θ, s) = sn + an−1s
n−1 + . . . + a0,

(2.1)

where y (t) is a measurable output signal, u (t) stands for a control signal to be designed, f (t)
denotes an unknown bounded disturbance, θ ∈ Dθ ⊂ Rn+m+1 is a vector of unknown parameters
of an open-loop system, R (θ, s) , Z (θ, s) are polynomials of order n and m � n− 1, respectively,
s [.] : = d

dt [.] denotes a differential operator.

Further, the control signal u (t) is assumed to be chosen as:

u (t) = ub (t) + uc (t) ,

ub (t) =
Py (κ,s)

Qy (κ, s)
[y (t)] +

Pr (κ,s)

Qr (κ, s)
[r (t)] =

Py (κ,s)

Qy (κ, s)
[y (t)] + rf (t) ,

(2.2)

where ub (t) is a baseline component to stabilize the system, uc (t) stands for a summand to com-
pensate for a disturbance f (t), κ ∈ Dκ ⊂ Rnκ denotes known time-invariant parameters of the
control law, r (t) is a reference signal, my � ny and mr � nr are orders of pairs of polynomials
Py (κ, s) , Qy (κ, s) and Pr (κ, s) , Qr (κ, s), respectively.

For a rigorous formal problem statement, together with the system (2.1), its parametrization in
the form of a linear regression equation is also considered:

z (t) = ϕ� (t) θ +w (t) , (2.3)

where

z (t) =
sn

Λ (s)
y (t) , ϕ (t) =

[
−α�

n−1 (s)
Λ(s) [y (t)]

α�
m (s)
Λ(s) [u (t)]

]�
,

w (t) =
[
bm bm−1 . . . b0

]αm (s)

Λ (s)
[f (t)] ,

α�
n−1 (s) =

[
sn−1 · · · s 1

]
, α�

m (s) =
[
sm · · · s 1

]
,
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ϕ (t) ∈ Rm+n+1 is a measurable regressor, z (t) ∈ R stands for a measurable regressand, Λ (s) de-
notes a stable polynomial of order n.

We adopt the following assumptions with respect to the stabilizing component of the control
law and the disturbance.

Assumption 1. The transfer function of the closed-loop system (θcl: R
n+m+1×Rnκ �→ Rncl+mcl+1

are unknown parameters of the closed-loop system):

Wcl (θcl, s) [.] =
Z (θ, s)Qy (κ, s)

[Qy (κ, s)R (θ, s)− Z (θ, s)Py (κ, s)]
[.] =

Zcl (θcl, s)

Rcl (θcl, s)
[.] (2.4)

has Hurwitz polynomials Zcl (θcl, s) and Rcl (θcl, s) for certain time-invariant κ from Dκ and any
θ from Dθ.

Assumption 2. There exists a known function μ: [t0, ∞) �→ R> such that for

λ (t) =
−1

m0μn+1 (t)

(
dn+1

dtn+1
[f (t)] +

n∑
i=1

miμ
n−(i−1) (t)

di

dti
[f (t)]

)

for any mi, i = 0, . . . , n it holds that μλ ∈ L∞ and λ ∈ Lp ∩ L∞ for p ∈ [1, ∞).

Assumption 3. An instrumental variable ζ (t) ∈ Rn+m+1, which is defined as follows (where
θiv ∈ Dθ ⊂ Rn+m+1 are known parameters of the instrumental variable):

ζ (t) =

[
−α�

n−1 (s)
Λ(s) [yiv (t)]

α�
m (s)
Λ(s) [uiv (t)]

]�
,

yiv (t) =
Z (θiv,s)

R (θiv, s)
[uiv (t)] ,

uiv (t) =
Py (κ,s)

Qy (κ, s)
[yiv (t)] +

Pr (κ, s)

Qr (κ, s)
[r (t)] ,

(2.5)

and a filtered disturbance w (t) are independent, i.e.:

∀t � t0

∣∣∣∣∣∣
t∫

t0

ζi (s)w (s) ds

∣∣∣∣∣∣ � c < ∞ ∀i = 1, . . . , n+m+ 1. (2.6)

Based on closed-loop equation (2.4), the required behavior of the system is defined as:

yref (t) = Wcl (θcl, s) [rf (t)] . (2.7)

The aim is to design the compensation control signal uc (t), which does not include the output
signal y (t) derivatives, in such a way that the following equalities hold:

lim
t→∞ |y (t)− yref (t)| = lim

t→∞ |ỹ (t)| = 0. (2.8)

Therefore, the problem of estimation and compensation of an unknown perturbation that affects
a minimum-phase system with unknown parameters is stated in this study.

Remark 1. Considering practical scenarios, we almost always know the stabilizing control-
ler ub(t), which ensures the that the characteristic polynomial of the closed-loop system Rcl (θcl, s)
is Hurwitz one (e.g., in some situations it can be chosen via trial and error). The polynomial
Zcl (θcl, s) to be Hurwitz requires the plant (2.1) to be minimum phase.
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Remark 2. It should be noted that the output of the reference model (2.4) is not measurable,
and the reference model itself defines different control quality for each specific parameter vector of
the system θ from Dθ. These facts essentially distinguish the problem solved in this study from
the classical problem of model reference adaptive control, in which the reference model is the same
for all θ.

Remark 3. Assumption 2 restricts a class of admissible external disturbances. As for practi-
cal scenarios, there almost always exists p ∈ [1, ∞) such that di

dti
f(t) ∈ Lp for all i = 1, . . . , n + 1,

and, to meet such assumption, it is sufficient to choose μ(t) = const = μ > 0. If di

dti
f(t) /∈ Lp for

all p ∈ [1, ∞), but sup
t

∣∣∣ didti
f (t)

∣∣∣ < ∞, then it is sufficient to choose μ (t) = μ0t+ μ1 with arbi-

trary μ0 > 0, μ1 > 0. Unfortunately, if the disturbance f(t) has unbounded time derivatives, some
additional a priori information is required for reasonable choice of μ (t).

Remark 4. In Assumption 3, the necessary conditions of asymptotic convergence of the identi-
fication law [32] are assumed to be met. In a stationary case, the inequality (2.6) is satisfied if the
spectra of r (t) and f (t) do not have common frequencies.

3. MAIN RESULT

The description of the proposed method to solve the problem (2.8) is decomposed into three
parts. In the first one, the filtered equivalent of the perturbation is parameterized as a function
of the control and output signals and some unknown parameters calculated via θ. In the second
part, an identification law for the unknown parameters is designed on the basis of the perturbation
parametrization. In the third part, based on the obtained parametrization of the filtered perturba-
tion and identification law, an adaptive signal for disturbance compensation is introduced and the
achievement of the objective (2.8) is proved.

3.1. Disturbance Parametrization

Temporarily, the parameters θ are assumed to be known and, following [26], an auxiliary model
is introduced:

ŷ∗ (t) =
Z (θ, s)

R (Θ, s)
[u (t)] , (3.1)

where Θ ∈ Rn are known parameters of the auxiliary model such that the system (3.1) is stable.

Owing to equations (3.1) and (2.1), the error ε∗ (t) = y (t)− ŷ∗ (t) is written as follows:

ε∗ (t) =
Z (θ, s)

R (Θ, s)
[f (t)] +

R (Θ, s)−R (θ, s)

R (Θ, s)
[y (t)] . (3.2)

Then, if n−m derivatives of the signals ε∗(t) and y(t) are measurable, and the polynomial Z(θ, s)
is Hurwitz one, then the following signal

uc (t) = −R (Θ, s)

Z (θ, s)
[ε∗ (t)] +

R (Θ, s)−R (θ, s)

Z (θ, s)
[y (t)] = −f (t) (3.3)

ensures full compensation of the disturbance:

y (t) = ε∗ (t) + ŷ∗ (t) =
Z (θ, s)

R (θ, s)
[ub (t)] = Wcl (θcl, s) [rf (t)] = yref (t) . (3.4)
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ADAPTIVE AUXILIARY LOOP 841

The perturbation and its compensator (3.3) can be represented in the following equivalent form:

f (t) = −uc (t) = ψ�
a (Θ)α (s) [εf (t)] +

(
ψ�
a (θa)− ψ�

a (Θ)
)
α (s) [yf (t)] , (3.5a)

ξ̇ε (t) = Abξε (t) + ρemε∗ (t) ,{
εf (t) = e�1 ξε (t) , if m � 1

εf (t) = ρε∗ (t) , if m = 0,

ξ̇y (t) = Abξy (t) + ρemy (t) ,{
yf (t) = e�1 ξy (t) , if m � 1
yf (t) = ρy (t) , if m = 0,

(3.5b)

{
˙̂x
∗
(t) = A0x̂

∗ (t)−Θŷ∗ (t) + θbu (t)

ŷ∗ (t) = e�1 x̂∗ (t) ,
(3.5c)

where

Ab = A0 − ψb (θ) e
�
1 , ρ =

1

bm
=

1

e�1 θb
,

ψb (θ) =

[
bm−1

bm

bm−2

bm
· · · b0

bm

]�
= ρLψθb,

ψa (θa) =
[
Inθa 1

]�
,

θa =
[
an−1 an−2 · · · a0

]�
= Laθ,

θb =
[
bm bm−1 · · · b0

]�
= Lbθ,

La =
[
In×n 0n×(m+1)

]
, Lb =

[
0(m+1)×n I(m+1)×(m+1)

]
,

Lψ =
[
0m×1 Im×m

]
, α (s) =

[
1 · · · sn−1 sn

]
,

and In is a matrix, which secondary diagonal contains ones, while all other elements are zeros,
ei denotes a vector, which ith element is one, while all other ones are zeros, A0 stands for an

upper-shift matrix of respective dimension, θa, θb are components of the vector θ =
[
θ�a θ�b

]�
and

simultaneously parameters of the polynomials R (θ, s) and Z (θ, s).

According to the problem statement, the parameters θ are unknown and the derivatives of the
signals ε∗ (t) and y (t) are not directly measurable, which means that the compensator (3.3), (3.5a)
can not be implemented. The requirement to know the derivatives of the mentioned signals can be
relaxed by design of filtered derivative observers.

Statement 1. Define: 1) the observers of the ith filtered derivative of the signals yf (t) and εf (t)⎧⎪⎪⎨
⎪⎪⎩

Ḣε
i (t) =

(
G0 + en+1M

�
0 (t)

)
Hε

i (t) + en+1 (K0 (t) εf (t)− vε (t))

hεi (t) = e�i+1H
ε
i (t) , vε (t) =

i∑
j=0

vεj (t, M0, K0),⎧⎪⎪⎨
⎪⎪⎩

Ḣy
i (t) =

(
G0 + en+1M

�
0 (t)

)
Hy

i (t) + en+1 (K0 (t) yf (t)− vy (t))

hyi (t) = e�i+1H
y
i (t) , vy (t) =

i∑
j=0

vyj (t, M0, K0),

∀i = 0, . . . , n,

where
M�

0 (t) =
[
−m0μ

n+1 (t) . . . −mn−1μ
2 (t) −mnμ (t)

]
,

G0 =

[
0n+1

In×n

01×n

]
, K0 (t) = m0μ

n+1 (t) ,
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and ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

vε0 (t, M0, K0) = 0

vε1 (t, M0, K0) = s−1
[
s
[
M�

0 (t)
]
Hε

i (t)
]
+ s−1 [s [K0 (t)] εf (t)]

...

vεj (t, M0, K0) = vεj−1 (t, M0, K0)− s−1
[
vεj−1

(
t, Ṁ0, K̇0

)]
, j = 2, . . . i,⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

vy0 (t, M0, K0) = 0

vy1 (t, M0, K0) = s−1
[
s
[
M�

0 (t)
]
Hy

i (t)
]
+ s−1 [s [K0 (t)] yf (t)]

...

vyj (t, M0, K0) = vyj−1 (t, M0, K0)− s−1
[
vyj−1

(
t, Ṁ0, K̇0

)]
, j = 2, . . . i,

and scalars m0, m1, . . . ,mn are coefficients of a stable polynomial;

2) the filtered disturbance:

ff (t) : = ψ�
a (Θ) hε (t) +

(
ψ�
a (θa)− ψ�

a (Θ)
)
hy (t) ,

hy (t) =
[
hy0 (t) · · · hyi (t) · · · hyn (t)

]�
,

hε (t) =
[
hε0 (t) · · · hεi (t) · · · hεn (t)

]�
.

(3.6)

Then, if Assumptions 1 and 2 are met, then:

1) the error f̃ (t) = ff (t)− f (t) converges asymptotically to zero lim
t→∞ f̃ (t) = 0,

2) f̃ ∈ Lp ∩ L∞ for p ∈ [1, ∞).

Proof of Proposition 1 is postponed to Appendix.

Note that in the stationary case μ (t) = const, the filtered derivative observers proposed in
Proposition 1 are reduced to proper differentiators. According to Proposition 1, if the parameters θ
are known, then instead of the true perturbation f (t), using measurable signals only, it is possible to
calculate some filtered perturbation ff (t), which asymptotically converges to the true perturbation
if Assumptions 1 and 2 are met. In this case, the signal

uc (t) = −ff (t) (3.7)

allows one to obtain the following result.

Theorem 1. If the parameters θ are known, and Assumptions 1 and 2 are met, then the control
law (2.2) + (3.7) ensures ỹ ∈ L∞ and lim

t→∞ |ỹ (t)| = 0.

Proof of Theorem 1 is given in Appendix.

The requirement to know the parameters θ is relaxed by application of the identification law
proposed in [32] and design of an adaptive auxiliary model (3.1) and an adaptive version of the
compensation signal (3.7).

3.2. Unknown Parameters Identification

First of all, in order to implement the adaptive compensation signal, the estimates θ̂(t), ρ̂(t),
ψ̂b(t) of the system unknown parameters and the disturbance parametrization (3.6) are required
to be obtained. It should be noted that we do not need to identify the parameters ψa (θa), as the
function ψa: R

n+m+1 �→ Rn+m+2 obviously satisfies the Lipschitz condition, and, consequently, the

estimate ψ̂a (t) can be obtained via direct substitution ψ̂a (t) : = ψa

(
θ̂a
)
, where θ̂a (t) = Laθ̂ (t).

To make the effect of the adaptive law of perturbation compensation, which is based on dynamic
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estimates, asymptotically equivalent to the effect of the ideal compensation signal (3.1), (3.7), at
least asymptotic convergence of parametric errors to zero is necessary to be ensured. For this
purpose, the identification law developed in [32] will be used.

Applying the instrumental variable (2.5), the regression equation (2.3) is extended by means of
averaging and sliding window filters:

ϑ̇ (t) = ζiv (t) z (t)− ζiv (t− T ) z (t− T ) , ϑ (t0) = 0n+m+1,

ψ̇ (t) = ζiv (t)ϕ
� (t)− ζiv (t− T )ϕ� (t− T ) , ψ (t0) = 0(n+m+1)×(n+m+1),

(3.8)

Ẏ (t) = − 1

F (t)
Ḟ (t) (Y (t)− ϑ (t)) , Y (t0) = 0n+m+1,

Φ̇ (t) = − 1

F (t)
Ḟ (t) (Φ (t)− ψ (t)) , Φ (t0) = 0(n+m+1)×(n+m+1),

Ḟ (t) = ptp−1, F (t0) = F0 > 0,

(3.9)

where T > 0 denotes a sliding window width, p � 1, F0 � tp0 stand for the filter parameters.

Application of filtration (3.8) and (3.9) in case θ = const allows one to obtain the following
regression equation [32]:

Y (t) = Φ (t) θ +W (t) , (3.10)

where the disturbance W (t) satisfies the following equations:

Ẇ (t) = − 1

F (t)
Ḟ (t) (W (t)− ε (t)) , W (t0) = 0n+m+1,

ε̇ (t) = ζiv (t)w (t)− ζiv (t− T )w (t− T ) , ε (t0) = 0n+m+1.

(3.11)

Having multiplied (3.10) by adj {Φ (t)}, the set of scalar regression equations is obtained:

Y (t) = Δ (t) θ +W (t) ,

Y (t) : = adj {Φ (t)}Y (t) , Δ(t) : = det {Φ (t)} , W (t) : = adj {Φ (t)}W (t) .
(3.12)

Based on the regression equation (3.10), the estimate of the parameters θ can be obtained
via application of the gradient descent method. However, in order to implement the compensation
component (3.1), (3.7), the estimates of the parameters ψb (θ) and ρ are required. It should be noted
that, owing to the equality ψb (θ) = ρLψLbθ, it is sufficient to have estimates of the parameters ρ

and θ to obtain ψ̂b (t). The value of θ̂ (t) can be calculated via (3.12), and therefore, now we need
to derive a regression equation with respect to ρ.

Having multiplied (3.12) by e�1 Lb, we have

e�1 LbY (t) = Δ (t) e�1 Lbθ + e�1 LbW (t)

⇒ e�1 LbY (t) = Δ (t) bm + e�1 LbW (t) ,

from which the required regression equation is obtained via multiplication by ρ

Yρ (t) = Mρ (t) ρ+Wρ (t) ,

Yρ (t) : = Δ (t) , Mρ (t) : = e�1 LbY (t) , Wρ (t) = −ρe�1 LbW (t) .
(3.13)

Based on the regression equations (3.12) and (3.13), the laws are designed to estimate all pa-
rameters that are necessary for the implementation of (3.1), (3.7):

˙̂
θ (t) = −γΔ(t)

(
Δ(t) θ̂ (t)− Y (t)

)
, θ̂ (t0) = θ̂0,

˙̂ρ (t) = −γρMρ (t) (Mρ (t) ρ̂ (t)− Yρ (t)) , ρ̂ (t0) = ρ̂0,

ψ̂b (t) = ρ̂ (t)LψLbθ̂ (t) .

(3.14)
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Theorem 2. If Assumption 3 is met and additionally

C1) y (t) and uc (t) are bounded,

C2) Δ /∈ L2,

then the identification laws (3.14) ensure that:

1) the parametric errors θ̃(t) = θ̂(t)− θ, ρ̃(t) = ρ̂(t)− ρ, ψ̃b(t) = ψ̂b(t)− ψb(θ) converge asymp-
totically to zero:

lim
t→∞ θ̃ (t) = 0, lim

t→∞ ρ̃ (t) = 0, lim
t→∞ ψ̃b (t) = 0,

2) θ̃ ∈ L2 ∩ L∞, ρ̃ ∈ L2 ∩ L∞, ψ̃b ∈ L2 ∩ L∞.

Proof of Theorem 2 is presented in Appendix.

As, according to the problem statement, the component ub (t) of the control law is stabilising
and the polynomial Rcl (θcl, s) is Hurwitz one, then C1 requires to form a bounded compensation
signal uc (t), for example, using a standard saturation function (see Section 3.3). Following proof
from [32], a sufficient condition to meet C2 is that the reference signal r (t) is sufficiently rich, e.g.,
when m = n− 1, it has to include at least n different frequencies. Assumption 3 (inequality (2.6))
is met, for example, if the spectra of the reference r (t) and the perturbation f (t) signals do not
have common frequencies. The convergence conditions for identification laws of type (3.14) are
given in more detail in [32].

One of the freedom degrees of the used parameterization (2.3) and the whole proposed iden-
tification scheme is the choice of the type of regressor ϕ (t). If the initial values of the unknown
parameters estimates are such that |uc (t) + f (t)| > |f (t)| (in the sense of mean integral value or
variance), then use of (2.3) results in a parameterization with a smaller perturbation value w (t)
in a similar sense. In contrast, if the initial values of the unknown parameters estimates are such
that |uc (t) + f (t)| < |f (t)| is achieved even without parametric adaptation (in the sense of mean
integral value or variance), then the choice of the following regressor

ϕ (t) =

[
−α�

n−1 (s)

Λ (s)
z (t)

α�
m (s)

Λ (s)
ub (t)

]�

allows one to obtain a parametrization with smaller value of the disturbance w (t) in a similar sense.

The further parameterization as well as the premises and results of Theorem 2 do not depend
on whether the regressor is calculated using ub (t) or u (t).

The states of filters (3.9) lose their awareness to new values of ϑ (t) and ψ (t) signals, and thus,

the parameters θ too, at the rate of Ḟ (t)
F (t) . It is currently not possible to completely prevent such

loss of awareness, since the coefficient Ḟ (t)
F (t) ensures that the parametric error converges to zero in

the presence of an external perturbation.

However, by redefining:

Y (t) : =
1

T
ϑ (t) ,

Φ (t) : =
1

T
ψ (t)

(3.15)

an identification law can be derived, which properties are more acceptable for practical scenarios.

Theorem 3. If Assumption 3 is met and additionally

C1) y (t) and uc (t) are bounded,

C2) there exist scalars ΔUB � ΔLB > 0 such that ΔLB � |Δ(t)| � ΔUB, ∀t � te,
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then there exist a scalar δ0 > 0 and a signal δ1 ∈ L1, lim
t→∞ δ1 (t) = 0 such that∥∥∥∥∥∥∥

⎡
⎢⎣ θ̃ (t)
ρ̃ (t)

ψ̃b (t)

⎤
⎥⎦
∥∥∥∥∥∥∥ � δ1 (t) + δ0T

−1, ∀t � t0. (3.16)

Proof of Theorem 3 can be found in Appendix.

Thus, the identification law (3.14) based on the signals (3.8) + (3.15) provides awareness to new
values of the parameters θ, but at the same time parametric errors converge not to zero, but to its
neighbourhood, which is proportional to the parameter T > 0, and under a more strict condition
in comparison with Δ /∈ L2.

3.3. Adaptive Auxiliary Loop

Being motivated by (3.1), (3.5a)–(3.5c), (3.6) and requirement C1 and using the estimates (3.14),
the compensation component of the control law is formed as:

uc (t) = satfmax

{
−f̂ (t)

}
,

f̂ (t) = ψ�
a (Θ) ĥε (t) +

(
ψ̂�
a (t)− ψ�

a (Θ)
)
ĥy (t) ,

(3.17)

where⎧⎪⎪⎪⎨
⎪⎪⎪⎩

˙̂
Hε

i (t) =
(
G0 + en+1M

�
0 (t)

)
Ĥε

i (t) + en+1 (K0(t)ε̂f (t)− v̂ε(t))

ĥεi (t) = e�i+1Ĥ
ε
i (t) , v̂ε (t) =

i∑
j=0

v̂εj (t, M0, K0),

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

˙̂
Hy

i (t) =
(
G0 + en+1M

�
0 (t)

)
Ĥy

i (t) + en+1 (K0(t)ŷf (t)− v̂y(t))

ĥyi (t) = e�i+1Ĥ
y
i (t) , v̂y (t) =

i∑
j=0

v̂yj (t, M0, K0),

∀i = 0, . . . , n, (3.18a)

˙̂
ξε (t) =

(
A0 − ψ̂b (t) e

�
1

)
ξ̂ε (t) + ρ̂ (t) emε (t) ,{

ε̂f (t) = e�1 ξ̂ε (t) , if m � 1

ε̂f (t) = ρ̂ (t) ε (t) , if m = 0,
˙̂
ξy (t) =

(
A0 − ψ̂b (t) e

�
1

)
ξ̂y (t) + ρ̂ (t) emy (t) ,{

ŷf (t) = e�1 ξ̂y (t) , if m � 1

ŷf (t) = ρ̂ (t) y (t) , if m = 0,

(3.18b)

{
˙̂x (t) = A0x̂ (t)−Θŷ (t) + θ̂b (t) u (t)
ŷ (t) = e�1 x̂ (t) ,

(3.18c)

and ε (t) = y (t)− ŷ (t), ψ̂a (t) : = ψa

(
θ̂a
)
, θ̂a (t) = Laθ̂ (t), satfmax {.} is a conventional saturation

function to bound the absolute value of the signal uc (t) by fmax. The signals v̂ε (t) and v̂y (t) are
calculated via equations given in Proposition 1.

Theorem 4. If

1) Assumptions 1–3 are met and the premise C2 from Theorem 2 is satisfied,
2) |f (t)| < fmax for all t � t0 and a sufficiently large scalar fmax > 0,

then the control signal (2.2) + (3.17) + (3.14) ensures lim
t→∞ |ỹ (t)| = 0.

Proof of Theorem 4 is given in Appendix.
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Fig. 1. Structural scheme of adaptive auxiliary loop.

The application of time-varying filters (3.18a) may be inappropriate for practical scenarios,
for example, due to the requirement of the control signal noise resistance or inaccuracies related
to the discretization/numerical solution of time-varying differential equations (3.18a). Therefore,
in Theorem 5 we investigate the stability of the closed-loop control system for the case when
μ (t) = const and Assumption 2 is not satisfied (in the sense that λ /∈ Lp). Note that the situation
when μ (t) = const but Assumption 2 is met (i.e., λ /∈ Lp) has already been considered in Theorem 4.

Theorem 5. If

1) Assumptions 1, 3 are met and the premise C2 from Theorem 2 is satisfied,

2) μ (t) = μ > 0, λ ∈ L∞,

3) |f (t)| < fmax for all t � t0 and sufficiently large scalar fmax > 0,

then the control signal (2.2) + (3.17) + (3.14) ensures lim
t→∞ |ỹ (t)| � ε for arbitrarily small value of

ε > 0.

Proof of Theorem is postponed to Appendix.

Therefore, if (n+ 1) derivatives of the perturbation are bounded, then the proposed adap-
tive compensation system (3.17), (3.18a)–(3.18c), (3.9)+(3.14) of the external disturbance with
time-invariant observers of the derivatives (3.18a) ensures convergence of the tracking error to an
arbitrarily small neighbourhood of zero.

Now we use the identifier (3.14) based on (3.15) instead of (3.9) to adjust the parameters of the
compensator (3.17), (3.18a)–(3.18c).

Theorem 6. If

1) Assumptions 1, 3 are met and the premise C2 from Theorem 3 is satisfied,

2) μ (t) = μ > 0, λ ∈ L∞,

3) |f (t)| < fmax for all t � t0 and sufficiently large scalar fmax > 0,

then the control signal (2.2) + (3.17) with the identification laws (3.14) + (3.15) ensures
lim
t→∞ |ỹ(t)|� ε for an arbitrarily small scalar ε > 0.

Proof of Theorem 6 can be found in Appendix.
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The proposed adaptive system to compensate for an external bounded perturbation consists of an
adaptive auxiliary model (3.18c), adaptive filtering algorithms (3.18b), filtered derivative observers
with high-gain feedback (3.18a), compensation law (3.17) and identification algorithms (3.14) based
on the signals calculated with the help of the instrumental model (2.5) and filters (2.3), (3.8), (3.9)
or (2.3), (3.8), (3.15). The structural diagram of such a control system is shown in Fig. 1.

Unlike the existing solutions [2–26], if the conditions of parametric convergence are met, the
proposed adaptive compensator separates estimation of the additive and parametric perturbations
and asymptotically compensates for the perturbation f (t), which affects the system with unknown
parameters. At the same time, the stabilising component of the controller is designed independently
of the compensation one, which allows one to obtain a control system with two degrees of freedom.
In fact, three different schemes of external perturbation compensation are proposed in this study,
which can be classified as follows:

—time-varying observers of filtered derivatives (3.18a) + the identifier (3.14) based on the signals
obtained with the help of the filtering with averaging (3.9),

—time-invariant observers of the filtered derivatives (3.18a) + the identifier (3.14) based on the
signals obtained with the help of the filtering with averaging (3.9),

—time-invariant observers of the filtered derivatives (3.18a) + the identifier (3.14) based on the
signals obtained with the help of the sliding window filtering (3.8) + (3.15).

The first two schemes are of theoretical significance, but due to the loss of awareness of the (3.9)
filters to the unknown parameters changes and the potentially infinitely large gain of the filtered
derivatives observers (3.18a), they are of little practical value. The third scheme is free from
the disadvantages of the first two schemes, but ensures convergence of the tracking error only to a
bounded neighbourhood of the equilibrium point and under a stricter condition (C2 from Theorem 3
instead of C2 from Theorem 2).

Remark 5. The use of time-varying derivative observers (3.18a) together with an identifier based
on signals obtained by sliding window filtering (3.15) is not reasonable, as, due to the properties
of the identifier, the convergence of the tracking error will be ensured only to a bounded set.

4. NUMERICAL EXPERIMENTS

A differential equation has been considered:

m
d2

dt2
y (t) = F (y, u, t) .

We assumed that 1
mF (y, u, t) could be approximated as:

1

m
F (y, u, t) : = θ2

d

dt
y (t) + θ1y (t) + θ3 (u+ f (t)) , θ3: =

1

m
,

from which, owing to s [.] : = d
dt [.], the second-order dynamic system was obtained:

y (t) =
θ3

s2 + θ2s+ θ1
[u (t) + f (t)] . (4.1)

The stabilizing component of the control law was defined as a PID-controller with proper dif-
ferential summand:

ub (t) = KP (r (t)− y (t)) +
KI

s
[r (t)− y (t)] +

KDs

KF s + 1
[r (t)− y (t)] . (4.2)
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Fig. 2. Behavior of Δ (t) and ||W (t) ||.

The parameters of the system (4.1) and the control law (4.2) were chosen as:

θ1 = 2, θ2 = 5, θ3 = 1,

KP = 6, KI = 2.5, KD = 1.5, KF = 0.01,

f (t) = 2.5 + 1.25 cos (πt) + 2.5 sin (0.3πt) ,

r (t) = 10sgn (sin (0.05πt)) .

(4.3)

The parameters of the adaptive auxiliary loop (3.18a)–(3.18c), the parametrization (2.3), the
instrumental model (2.5), the filters (3.8), (3.9) and the identification laws (3.14) were set as follows:

Θ =
[
20 100

]�
, m0 = 1, m1 = 3, m3 = 3, μ = 104,

Λ (s) = s2 + 20s+ 100, Z (θiv, s) = 4,
R (θiv, s) = s2 + 2s+ 4, p = 2, T = 4,

θ̂0 =
[
2 4 2

]�
, ρ̂0 = 0.5, γ = γρ = 1013, fmax = 10.

(4.4)

The parameters of the adaptive auxiliary loop (3.18a)–(3.18c), the parameterization (2.3) and
the instrumental model (2.5) were chosen to guarantee the stability of the corresponding differential
equations. The values of gains γ, γρ were picked by trial and error so as to ensure approximately
the following proportionality:

γ ∼ 1

Δ2 (t)
, γρ ∼ 1

M2
ρ (t)

. (4.5)

Considering practical scenarios, we need a priori data on the amplitude values of the regres-
sor Δ (t) calculated for typical system trajectories at fixed p and T to choose γ, γρ, γρ, γψb

. In case
such information is not available, the parameters (4.5) have to be picked online by trial and error.

Figure 2 presents the behavior of the regressor Δ (t) and the norm of the disturbance W (t) from
the regression equation (3.12).

The transients presented in Fig. 2 demonstrate that throughout the simulation, starting from
t = T = 4, the regressor Δ (t) was bounded away from zero and the perturbation W (t) was asymp-
totically decreasing. According to the analysis from [32], these two observations verify that As-
sumption 3 and the premise C2 from Theorem 2 were met.

Figure 3a depicts behavior of the tracking error |ỹ (t)|. In Fig. 3b transients of the compensation
error |uc (t) + f (t)| are given. Figures 3c and 3d are to show behavior of estimates θ̂ (t) and ρ̂ (t),
respectively.

The presented transients illustrate the result proved in Theorem 4. If the parametric convergence
conditions C2 from Theorem 2 and Assumption 3 are met (see comments to Fig. 2), then the
asymptotic convergence of the estimates θ̂ (t) and ρ̂ (t) to the unknown parameters θ and ρ is
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Fig. 3. Behavior of |ỹ (t)|, |uc (t) + f (t)| and θ̂ (t) , ρ̂ (t).

Fig. 4. Behavior of |uc (t) + f (t)| and θ̂ (t) , ρ̂ (t).

ensured, which leads to the asymptotic convergence to zero of the compensation error uc (t)+ f (t),
which, in its turn, results in asymptotic compensation of the effect of the perturbation f (t) on
the transient quality. Note that from the practical point of view, due to the use of the integral
summand in the control signal (4.2), it is sufficient to guarantee uc (t)+f (t) ≈ const to compensate
for the perturbation f (t). Considering the conducted experiment, the parametric error convergence
was achieved when we used a typical for practical scenarios reference signal in the form of a
rectangular periodic signal. This result allows one to conclude that the conditions of parametric
error convergence are not restrictive and met for typical practical cases.

The next aim was to demonstrate that, if the reference signal had a special form, then the
transient quality for θ̂ (t) , ρ̂ (t) and uc (t) + f (t) could be improved. So r (t) and gains γ, γρ were
chosen as:

r (t) = 10 [sin (0.2πt) + sin (3πt)] , γ = γρ = 1010, (4.6)

whereas all other parameters values were set in accordance with (4.3) and (4.4).

The reference signal (4.6) spectrum has no common frequencies with the one of the disturbance,
and r (t) includes n = 2 frequencies. According to [32], together with the boundedness of y(t),
uc(t), it immediately results in satisfaction of the premise C2 from Theorem 2 and Assumption 3.

Figure 4 depicts behavior of uc (t) + f (t) and θ̂ (t) , ρ̂ (t) for the experiment with the reference
signal (4.6).
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Such choice of the reference signal improved the transient quality for θ̂ (t) , ρ̂ (t) and uc (t)+f (t).
Therefore, the conducted numerical experiments validated the theoretical conclusions made in this
study and illustrated the properties of the proposed system for different reference signals.

Remark 6. Results of numerical experiments, which were not included in the paper, showed that
for any choice of initial conditions θ̂0, ρ̂0 the proposed solution provided asymptotic perturbation
compensation. However, the transients quality could be arbitrarily poor in this case. Therefore, for
practical scenarios, it is recommended to make the initial conditions θ̂0, ρ̂0 equal to the ‘nominal’
parameters of the system, for example, the ones for which the stabilising component of the control
law was designed. In this case, it is possible not only to ensure that the goal of (2.8) is achieved,
but also to obtain an admissible transient quality.

5. CONCLUSION

A method of output-based compensation of a bounded additive perturbation affecting a linear
minimum-phase system with unknown parameters is developed. The basis of the proposed solution
is the perturbation compensation algorithm grounded on A.M. Tsykunov’s auxiliary loop method
[26, p. 196], which requires knowledge of the system parameters for asymptotic estimation and
compensation of the additive perturbation. To relax this requirement, the identification law based
on the method of instrumental variables and the DREM procedure is used to provide exact online
asymptotic identification of the system unknown parameters in a closed loop. The convergence
conditions of the parameter identification process are:

C1) boundedness of the compensation signal (for example, via sat {.} function),
C2) sufficiently rich reference signal,
C3) no common frequencies in spectra of the reference and disturbance signals.

The obtained estimates are used instead of the unknown parameters in the perturbation com-
pensation algorithm based on the auxiliary loop method [26]. It is shown that the substitution of
unknown parameters with their estimates is feasible in the sense that under the conditions C1)–C3)
the proposed system of perturbation adaptive compensation, as well as its non-adaptive equivalent,
provides asymptotic estimation and compensation of the disturbance.

The properties of the proposed solution are demonstrated via numerical simulation. It is shown
that the conditions C1)–C3) are not restrictive and met for typical control systems with PI-, PID-
controllers and conventional reference signals. The authors believe that the proposed approach has
a potential for practical application, but note that the method has a drawback related to the need
for trial and error selection of some parameters of the algorithm for identification and estimation
of unmeasured derivatives.

The scope of further research is to improve the quality of transients for perturbation estimation
and increase the convergence rate of the unknown parameters estimates to their true values.

APPENDIX A

This appendix contains auxiliary lemmas, which are axiomatically used to prove main result of
this study.

Lemma A1. For any stable and proper operator H (t, s) [.] and corresponding signal y (t) =
H (t, s) [u (t)] the following holds: u ∈ Lp ⇒ y ∈ Lp, p ∈ [1, ∞] .

Proof is presented in [35, p. 75].

Lemma A2. If ḟ ∈ L∞ and f ∈ Lp, p ∈ (0, ∞), then lim
t→∞ f (t) = 0.

Proof is given in [35, p. 80].
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Lemma A3. Consider the scalar system defined by

ẋ (t) = −a2 (t)x (t) + b (t) , x (t0) = x0,

where x (t) ∈ R and a, b: R+ �→ R are piecewise continuous bounded functions. If a /∈ L2 and
b ∈ L1, then lim

t→∞x (t) = 0.

Proof can be found in [36, Section 3.A.1].

Lemma A4. Consider the nonnegative scalar functions f : [t0, ∞) �→R, g: [t0, ∞) �→R. If f (t) �
g (t) for all t � t0 and g ∈ Lp, p ∈ (0, ∞), then f ∈ Lp.

Proof is presented in [28, p. 74].

Lemma A5. If f ∈ Lp, 1 � p < ∞, then g (t) = H (s) [f (t)] ∈ L∞ and lim
t→∞ g (t) = 0 for any sta-

ble and strictly proper transfer function H (s) [.].

Proof is given in [35, p. 83].

APPENDIX B

Proof of Statement 1. A linear time-varying operator is defined as:

H (t, s) [.] = e�1
(
sIn+1 −G0 − en+1M

�
0 (t)

)−1
en+1K0 (t) [.] .

In order to prove the proposition under consideration, firstly, an auxiliary lemma is proved for
the above-given time-varying operator.

Lemma B1. Define signals
(
s [.] : = d

dt [.]
)
:

Y ∗ (t) = H (t, s)
[
si [U (t)]

]
, (B.1a)

Yi (t) = e�i+1

(
sIn+1 −G0 − en+1M

�
0 (t)

)−1
en+1K0 (t) [U (t)− v (t)] , (B.1b)

where

v (t) =
i∑

j=0

vj (t, M0, K0),

v0 (t, M0, K0) = 0,

v1 (t, M0, K0) = s−1
[
s
[
M�

0 (t)
]
X (t)

]
+ s−1 [s [K0 (t)]U (t)] ,

...

vj (t, M0, K0) = vj−1 (t, M0, K0)− s−1
[
vj−1

(
t, Ṁ0, K̇0

)]
, j = 2, . . . i,

(B.2)

and X (t) =
(
sIn+1 −G0 − en+1M

�
0 (t)

)−1
en+1K0 (t) [U (t)− v (t)].

Then for all i = 0, . . . , n and t � t0 it holds that Y ∗ (t) = Yi (t).

Proof. Equations (B.1a) and (B.1b) are represented in the state-space form:⎧⎨
⎩ Ẋ∗ (t) =

(
G0 + en+1M

�
0 (t)

)
X∗ (t) + en+1K0 (t) s

i [U (t)]

Y ∗ (t) = e�1 X∗ (t) ,⎧⎨
⎩ Ẋ (t) =

(
G0 + en+1M

�
0 (t)

)
X (t) + en+1 (K0 (t)U (t)− v (t))

Yi (t) = e�i+1X (t) .
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Owing to the structure of the matrix G0 + en+1M
�
0 (t), it is easy to check that the following

equations hold:

e�1 X (t) = Y0 (t) ,

e�1 s [X (t)] = e�1
(
G0 + en+1M

�
0 (t)

)
X (t) = e�2 X (t) = Y1 (t) ,

e�1 s
2 [X (t)] = e�1 s

[(
G0 + en+1M

�
0 (t)

)
X (t)

]
= e�1

(
G0 + en+1M

�
0 (t)

)
Ẋ (t)

= e�1
(
G0 + en+1M

�
0 (t)

)2
X (t) = e�2 s [X (t)] = e�3 X (t) = Y2 (t) ,

...

e�1 s
i [X (t)] = e�i s [X (t)] = e�i+1X (t) = Yi (t) , i = 0, . . . , n,

which allows one to define the error vector as:

E (t) = si [X (t)]−X∗ (t) ,

e�1 E (t) = Yi (t)− Y ∗ (t) .

Equations for si+1 [X (t)] for all i = 0, . . . , n are written as:

s [X (t)] =
(
G0 + en+1M

�
0 (t)

)
X (t) + en+1

⎛
⎝ṽ0 (t) +K0 (t)U (t)−

i∑
j=1

vj (t)

⎞
⎠ ,

s2 [X (t)] =
(
G0 + en+1M

�
0 (t)

)
s [X (t)] + en+1

⎛
⎝ṽ1 (t) +K0 (t) s [U (t)]− s

⎡
⎣ i∑
j=2

vj (t)

⎤
⎦
⎞
⎠ ,

s3 [X (t)] =
(
G0 + en+1M

�
0 (t)

)
s2 [X (t)] + en+1

⎛
⎝ṽ2 (t) +K0 (t) s

2 [U (t)]− s2

⎡
⎣ i∑
j=3

vj (t)

⎤
⎦
⎞
⎠ ,

s4 [X (t)] =
(
G0 + en+1M

�
0 (t)

)
s3 [X (t)] + en+1

⎛
⎝ṽ3 (t) +K0 (t) s

3 [U (t)]− s3

⎡
⎣ i∑
j=4

vj (t)

⎤
⎦
⎞
⎠ ,

...

si+1 [X (t)] =
(
G0 + en+1M

�
0 (t)

)
si [X (t)] + en+1

(
ṽi (t) +K0 (t) s

i [U (t)]
)
,

where

ṽ0 (t) = v0 (t) ,

ṽ1 (t) = ˙̃v0 (t) + s
[
M�

0 (t)
]
X (t) + s [K0 (t)]U (t)− s [v1 (t)] ,

ṽ2 (t) = ˙̃v1 (t) + s
[
M�

0 (t)
]
s [X (t)] + s [K0 (t)] s [U (t)]− s2 [v2 (t)] ,

ṽ3 (t) = ˙̃v2 (t) + s
[
M�

0 (t)
]
s2 [X (t)] + s [K0 (t)] s

2 [U (t)]− s3 [v3 (t)] ,

...

ṽi (t) = ˙̃vi−1 (t) + s
[
M�

0 (t)
]
si−1 [X (t)] + s [K0 (t)] s

i−1 [U (t)]− si [vi (t)] , i = 1, . . . , n.
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Owing to the recurrent sequence (B.2), it is obtained:

ṽ0 (t) = v0 (t) ,

s [v1 (t)] = s
[
M�

0 (t)
]
X (t) + s [K0 (t)]U (t) ,

s2 [v2 (t)] = s2
[
M�

0 (t)
]
X (t) + s2 [K0 (t)]U (t) + s

[
M�

0 (t)
]
s [X (t)]

+ s [K0 (t)] s [U (t)]− s2
[
M�

0 (t)
]
X (t)− s2 [K0 (t)]U (t)

= s
[
M�

0 (t)
]
s [X (t)] + s [K0 (t)] s [U (t)] ,

...

sj [vj (t)] = s
[
M�

0 (t)
]
sj−1 [X (t)] + s [K0 (t)] s

j−1 [U (t)] , j = 3, . . . i,

from which ṽi (t) = 0 for all i = 0, . . . , n.

Then the derivative of E (t) is written as:

Ė (t) = si+1 [X (t)]− Ẋ∗ (t)

=
(
G0 + en+1M

�
0 (t)

)
si [X (t)] + en+1

(
ṽi (t) +K0 (t) s

i [U (t)]
)

−
(
G0 + en+1M

�
0 (t)

)
X∗ (t)− en+1K0 (t) s

i [U (t)]

=
(
G0 + en+1M

�
0 (t)

)
E (t) , E (t0) = 0n+1,

and therefore, owing to the facts that G0 + en+1M
�
0 (t) is a Hurwitz matrix and E (t0) = 0n+1, it

is obtained that Y ∗ (t) = Yi (t) for all i = 0, . . . , n and t � t0.

Proof of Lemma B1 is completed.

Now we are in position to continue proof of Proposition 1. Having applied the operator H (t, s) [.]
to the left- and right-hand sides of (3.5a), it is obtained:

ff (t) : = H (t, s) [f (t)] = ψ�
a (Θ)hε (t) +

(
ψ�
a (θa)− ψ�

a (Θ)
)
hy (t) ,

where

hy (t) =

⎡
⎢⎢⎢⎢⎣

H (t, s) [yf (t)]
...

H (t, s)
[
sn−1 [yf (t)]

]
H (t, s) [sn [yf (t)]]

⎤
⎥⎥⎥⎥⎦, hε (t) =

⎡
⎢⎢⎢⎢⎣

H (t, s) [εf (t)]
...

H (t, s)
[
sn−1 [εf (t)]

]
H (t, s) [sn [εf (t)]]

⎤
⎥⎥⎥⎥⎦.

The application of Lemma B1 yields:

hy (t) =

⎡
⎢⎢⎢⎢⎣

H (t, s) [yf (t)]
...

H (t, s)
[
sn−1 [yf (t)]

]
H (t, s) [sn [yf (t)]]

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

hy0 (t)
...

hyi (t)
...

hyn (t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, hε (t) =

⎡
⎢⎢⎢⎢⎣

H (t, s) [εf (t)]
...

H (t, s)
[
sn−1 [εf (t)]

]
H (t, s) [sn [εf (t)]]

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

hε0 (t)
...

hεi (t)
...

hεn (t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,

so, consequently, the definition (3.6) is obtained.
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The original f (t) and filtered ff (t) disturbances are represented in the state-space form:{
Ḟ (t) = G0F (t) + en+1s

n+1 [f (t)]

f (t) = e�1 F (t) ,⎧⎨
⎩ Ḟf (t) =

(
G0 + en+1M

�
0 (t)

)
Ff (t) + en+1K0 (t) [f (t)]

ff (t) = e�1 Ff (t) .

Then the error f̃ (t) satisfies the below-given equation:

˙̃F =
(
G0 + en+1M

�
0 (t)

)
Ff (t) + en+1K0 (t) [f (t)]

−
(
G0 ± en+1M

�
0 (t)

)
F (t)− en+1s

n+1 [f (t)] =
(
G0 + en+1M

�
0 (t)

)
F̃ (t)

+ en+1K0 (t)

(
f (t)− 1

m0μn+1 (t)

(
sn+1 [f ] +

n∑
i=0

miμ
n−(i−1) (t) si [f (t)]

))

=
(
G0 + en+1M

�
0 (t)

)
F̃ (t) + en+1K0 (t)λ (t) ,

f̃ (t) = e�1 F̃ (t) ,

or, representing it in the operator form, we have:

f̃ (t) = H (t, s) [λ (t)] . (B.3)

In accordance with Assumption 2, it holds that λ ∈ Lp ∩ L∞ for some p ∈ [1, ∞), and then
application of Lemma A1 allows one to obtain f̃ ∈ Lp ∩ L∞.

Equation (B.3) is rewritten in the observer canonical form:⎧⎨
⎩ Ė (t) =

(
G0 + In+1M0 (t) e

�
1

)
E (t) + en+1K0 (t)λ (t)

f̃ (t) = e�1 E (t) .
(B.4)

The normalized error is defined as

η (t) = Γ−1 (t)E (t) ,

where Γ (t) = diag {1, μ (t) , . . . , μn (t)}, and therefore, f̃ (t) = e�1 η (t) = e�1 E (t).

Having differentiated η (t) and used (B.4), it is obtained:

η̇ (t) =
dΓ−1 (t)

dt
E (t) + Γ−1 (t)

(
G0 + In+1M0 (t) e

�
1

)
E (t) + Γ−1 (t) en+1K0 (t)λ (t)

=

(
dΓ−1 (t)

dt
Γ (t) + μ (t)G

)
η (t) + en+1m0μ (t)λ (t) , G = G0 − In+1Me�1 ,

where the following equalities are used (they can be easily checked via substitution):

Γ−1 (t)G0Γ (t) = μ (t)G0, Γ−1 (t)In+1M0 (t) = −μ (t)In+1M, e�1 Γ (t) = e�1 .

According to Assumption 2, it holds that μλ ∈ L∞, and, as the autonomous differential equation

ẋ (t) =

(
dΓ−1 (t)

dt
Γ (t) + μ (t)G

)
x (t) , x (t0) = x0
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is asymptotically stable, then μλ ∈ L∞ ⇒ η̇ ∈ L∞, therefore, owing to
˙̃
f (t) = η̇1 (t) it holds that

˙̃f ∈ L∞, and, following Lemma A2, we have lim
t→∞ f̃ (t) = 0.

Proof of Theorem 1. Having substituted (2.2) + (3.7) into (2.1) and subtracted (2.7) from the
obtained result, it is written:

ỹ (t) = Wcl (θcl, s)
[
f̃ (t)

]
.

According to Proposition 1, we have f̃ ∈ Lp ∩ L∞ for p ∈ [1, ∞), then ỹ ∈ L∞ and, following
Lemma A5, it is obtained that lim

t→∞ ỹ (t) = 0.

Proof of Theorem 2. The identification laws (3.14) are rewritten in general terms:

˙̂κ (t) = −γMκ (t) (Mκ (t) κ̂ (t)− Yκ (t)) , κ̂ (t0) = κ̂0, (B.5)

where κ ∈ {θ, ρ} , κ̂ ∈
{
θ̂, ρ̂

}
and Yκ (t) = Mκ (t)κ+Wκ (t).

Taking into consideration Proposition 5 from [32], if C1 and Assumption 3 are met, thenW ∈ L2.
Thus, asMρ ∈ L∞, Yρ ∈ L∞ (owing to C1), then on the basis of (3.12) and (3.13) we haveWρ ∈ L2.
As, owing to (3.13), it holds that

Δ /∈ L2 ⇒ Mρ /∈ L2,

then Theorem 2 can be proved via analysis of properties of the general law (B.5) in case the
conditions Wκ ∈ L2 and Mκ /∈ L2 are satisfied.

Considering Theorem 2 from [32] and Proposition 1 from [37], if Wκ ∈ L2 and Mκ /∈ L2, then
lim
t→∞ κ̃ (t) = 0, κ̃ ∈ L∞. Therefore, to complete proof, we need to show κ̃ ∈ L2.

To that end, the following upper bound of the derivative of the function V = 1
2 κ̃

�κ̃ is obtained:

V̇ (t) � −γκ̃�M2
κ (t) κ̃+ γκ̃�Mκ (t)Wκ (t)

� −γ (1− χ) κ̃�M2
κ (t) κ̃+ γχ−1‖Wκ (t)‖2

� −2γM2
κ (t) (1− χ)V (t) + γχ−1‖Wκ (t)‖2,

(B.6)

where χ ∈ (0, 1).

Having integrated (B.6), it is written:

V (t) � V (t0)− γ (1− χ)

t∫
t0

M2
κ (s) ‖κ̃ (s)‖2ds+ γχ−1

t∫
t0

‖Wκ (s)‖2ds.

As V ∈ L∞ (it was shown above) and Wκ ∈ L2, then the following integral is bounded:

t∫
t0

M2
κ (s) ‖κ̃ (s)‖2ds �

−V (t) + V (t0) + γχ−1
t∫
t0

‖Wκ (s)‖2ds
γ (1− χ)

< ∞.

There exists the following lower bound for the integrand (here Mκ (t) > 0 is assumed to hold
almost everywhere and, consequently, ess inf

t
M2

κ (t) 
= 0):

ess inf
t
M2

κ (t) ‖κ̃ (t)‖2 � M2
κ (t) ‖κ̃ (t)‖2,

which, following Lemma A4, means that κ̃ ∈ L2.
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Considering the error ψ̃b (t), the following is obtained:

ψ̃b (t) = ρ̂ (t)LψLbθ̂ (t)− ρLψLbθ ± ρ̂ (t)LψLbθ

= ρ̂ (t)LψLbθ̃ (t) + ρ̃ (t)LψLbθ ± ρLψLbθ̃ (t)

= ρ̃ (t)LψLbθ̃ (t) + ρ̃ (t)LψLbθ + ρLψLbθ̃ (t) ,

from which it is written that

θ̃ ∈ L2 ∩ L∞
ρ̃ ∈ L2 ∩ L∞

}
⇒ ψ̃b ∈ L2 ∩ L∞,

lim
t→∞ θ̃ (t) = 0

lim
t→∞ ρ̃ (t) = 0

⎫⎬
⎭ ⇒ lim

t→∞ ψ̃b (t) = 0.

Proof of Theorem 3. Owing to (3.11) and using (3.15), it is written for W (t):

W (t) =
1

T
ε (t) ,

ε (t) =

t∫
max(t0,t−T )

ζiv (s)w (s) ds,

from which, if Assumption 3 is met, it is obtained that |Wi (t)| � 1
T c.

If C1 is satisfied, the following holds for the regressor Φ (t):

‖Φ (t)‖= 1

T

∥∥∥∥∥∥∥
t∫

max(t0,t−T )

ζiv (s)ϕ
� (s) ds

∥∥∥∥∥∥∥�
1

T
T sup

t

∥∥∥ζiv (t)ϕ� (t)
∥∥∥ = sup

t

∥∥∥ζiv (t)ϕ� (t)
∥∥∥ ,

therefore, there exists a scalar cW > 0 such that

‖W (t)‖ � 1

T
cW , ‖Wρ (t)‖ � 1

T
cW . (B.7)

Based on (B.7), the errors θ̃ (t) , ρ̃ (t) , ψ̃b (t) are defined as:

θ̃ (t) = φθ̃ (t, t0) θ̃ (t0) +

t∫
t0

φθ̃ (t, τ)Δ (τ)W (τ) dτ,

ρ̃ (t) = φρ̃ (t, t0) θ̃ (t0) +

t∫
t0

φρ̃ (t, τ)Mρ (τ)Wρ (τ) dτ,

ψ̃b (t) = ρ̃ (t)LψLbθ̃ (t) + ρ̃ (t)LψLbθ + ρLψLbθ̃ (t) ,

(B.8)

where φθ̃ (t, τ) = e
−γ

t∫
τ

Δ2(s)ds

, φρ̃ (t, τ) = e
−γ

t∫
τ

Δ2(s)ds

.

Owing to (B.7), (3.13), if C1 is met, then it holds that ΔW, MρWρ ∈ L∞, and if C2 is satisfied,
then φθ̃, φρ̃ ∈ L1, from which, using (B.8) and owing to (B.7), it immediately follows that there
exist δ0 > 0 and δ1 ∈ L1, lim

t→∞ δ1 (t) = 0 such that the inequality (3.16) is satisfied.

Proof of Theorem 4. Having substituted (2.2) + (3.17) into (2.1) and subtracted (2.7) from the
obtained result, it is written:

ỹ (t) = Wcl (θcl, s)
[
satfmax

{
−f̂ (t)± ff (t)± f (t)

}
+ f (t)

]
= Wcl (θcl, s)

[
satfmax

{
f̃f (t)− f̃ (t)− f (t)

}
+ f (t)

]
,

(B.9)
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where

f̃f (t) =− f̂ (t) + ff (t)

=− ψ�
a (Θ) ĥε (t)−

(
ψ̂�
a (t)− ψ�

a (Θ)
)
ĥy (t)± ψ̂�

a (t)hy (t)

+ ψ�
a (Θ) hε (t) +

(
ψ�
a (θa)− ψ�

a (Θ)
)
hy (t)

=− ψ�
a (Θ) h̃ε (t)− ψ̃�

a (t)hy (t)−
(
ψ̂�
a (t)− ψ�

a (Θ)
)
h̃y (t)

=− ψ�
a (Θ) h̃ε (t)− ψ̃�

a (t)hy (t)−
(
ψ�
a (θa)− ψ�

a (Θ)
)
h̃y (t)− ψ̃�

a (t) h̃y (t) ,

(B.10)

and (owing to Lemma B1)

h̃y (t) =

⎡
⎢⎢⎢⎢⎣

H (t, s) [ỹf (t)]
...

H (t, s)
[
sn−1 [ỹf (t)]

]
H (t, s) [sn [ỹf (t)]]

⎤
⎥⎥⎥⎥⎦, h̃ε (t) =

⎡
⎢⎢⎢⎢⎣

H (t, s) [ε̃f (t)]
...

H (t, s)
[
sn−1 [ε̃f (t)]

]
H (t, s) [sn [ε̃f (t)]]

⎤
⎥⎥⎥⎥⎦. (B.11)

As (B.9)–(B.11) depend from the errors ε̃f (t) = ε̂f (t)− εf (t) and ỹf (t) = ŷf (t)− yf (t), then,
using (3.5a)–(3.5c) and (3.18b), the differential equations for such errors are obtained:

Σ1:

⎧⎪⎪⎨
⎪⎪⎩

˙̃
ξy =

(
Ab − ψ̃be

�
1

)
ξ̃y − ψ̃byf + ρ̃emy

ỹf =

{
e�1 ξ̃y, if m � 1
ρ̃y, if m = 0,

Σ2:

⎧⎪⎪⎨
⎪⎪⎩

˙̃
ξε =

(
Ab − ψ̃be

�
1

)
ξ̃ε − ψ̃bεf + (ρ+ ρ̃) emε̃+ ρ̃emε∗

ε̃f =

{
e�1 ξ̃ε, if m � 1
ρ̃ε̃+ ρε̃+ ρ̃ε∗, if m = 0.

(B.12)

The system Σ3 depends form the error ε̃ (t) = ε (t) − ε∗ (t) = y (t) − ŷ (t) − y (t) + ŷ∗ (t), thus
the differential equation for it is obtained as:

Σ3:

{
˙̃x (t) =

(
A0 −Θe�1

)
x̃ (t) + θ̃b (t)u (t)

ε̃ (t) = e�1 x̃ (t) .
(B.13)

Further proof of this theorem is based on Lemma A5. In order to apply it, first of all, we need
to show that f̃f ∈ L2 ∩ L∞ and lim

t→∞ f̃f (t) = 0. To that end, equation (B.13) is rewritten in the

operator form as

ε̃ (t) = e�1
(
sI −A0 +Θe�1

) [
θ̃b (t) u (t)

]
,

and, as θ̃b ∈ L2 ∩ L∞ (see Theorem 2) and u ∈ L∞ (owing to Assumption 1 and equation (3.17)),
then, using Lemma A1, it holds that ε̃ ∈ L2 ∩ L∞.

Further proof differs for cases m = 0 and 1 � m � n− 1.

A) If m = 0, then we have{
ρ̃, ε̃ ∈ L2 ∩ L∞
y, ε∗ ∈ L∞

}
⇒

{
ε̃f ∈ L2 ∩ L∞
ỹf ∈ L2 ∩ L∞

}
.

B) As for 1 � m � n− 1, the following quadratic form is introduced:

V = ξ̃�ε P ξ̃ε, (B.14)

where A�
b P + PAb = −Q, Q = Q� > 0.
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Considering the system Σ2, the derivative of (B.14) is written as:

V̇ = ξ̃�ε
(
P
[
Ab − ψ̃be

�
1

]
+
[
Ab − ψ̃be

�
1

]�
P

)
ξ̃ε + 2ξ̃�ε P

(
−ψ̃bεf + (ρ+ ρ̃) emε̃+ ρ̃emε∗

)
= −ξ̃�ε

(
Q+ Pψ̃be

�
1 + e1ψ̃

�
b P

)
ξ̃ε + 2ξ̃�ε P

(
−ψ̃bεf + (ρ+ ρ̃) enε̃+ ρ̃enε

∗)
� −

(
λmin (Q)− 2λmax (P )

∥∥∥ψ̃b

∥∥∥− χ−1
1 λ2

max (P )
) ∥∥∥ξ̃ε∥∥∥2 + ε,

(B.15)

where χ1 > 0 and ε = χ1

(∥∥∥ψ̃bεf
∥∥∥+ ‖(ρ+ ρ̃) enε̃‖+ ‖ρ̃enε∗‖

)2
.

For all Q and P there exist scalars χ1 > 0 and χ2 > 0 such that

λmin (Q)− χ−1
1 λ2

max (P ) � χ2 > 0.

This fact allows one to rewrite (B.15) as:

V̇ � −
(
χ2 − 2λmax (P )

∥∥∥ψ̃b

∥∥∥) ∥∥∥ξ̃ε∥∥∥2 + ε. (B.16)

As ψ̃b ∈ L∞ and ψ̃b (t) → 0 when t → ∞ (see Theorem 2), then there always exist scalars σ1 > 0
and σ2 > 0 and time instant ∞ > tV � t0 such that

0 <
−
(
χ2 − 2λmax (P )

∥∥∥ψ̃b

∥∥∥)
λmax (P )

� σ1, for all t � tV ,

χ2 − 2λmax (P )
∥∥∥ψ̃b

∥∥∥
λmax (P )

� σ2 > 0, for all t � tV .

Using it, equation (B.16) is rewritten as follows:

V̇ (t) �
{

σ1V (t) + ε (t) , for all t � tV

−σ2V (t) + ε (t) , for all t > tV .
(B.17)

As ψ̃b, ρ̃, ε̃ ∈ L2 ∩ L∞ (see Theorem 2 and above-given proof) and εf ∈ L∞, ε∗ ∈ L∞ (owing to
Assumption 1 and equation (3.17)), then ε ∈ L1 ∩ L∞. As∞ > tV � t0 and ε ∈ L1 ∩ L∞, then V (t)
is bounded for all t ∈ [t0, tV ]. Given ε ∈ L1 ∩ L∞, then, using Lemma A1, the solution of (B.17)
is also bounded for all t � tV and, consequently, V ∈ L∞.

Having integrated (B.17), it is obtained:

V (t) � V (tV )− σ2

t∫
tV

V (s) ds+

t∫
tV

ε (s) ds. (B.18)

As V ∈ L∞ and ε ∈ L1, then the following integral is bounded:

σ2

t∫
tV

V (s) ds � −V (t) + V (tV ) +

t∫
tV

ε (s) ds < ∞,

from which it holds that ε̃f ∈ L2 ∩ L∞.
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Having repeated the above reasoning (B.14)–(B.18), it is obtained that ỹf ∈ L2∩L∞. Therefore,
using Lemma A1, for all 0 � m � n− 1 in the sense of the following implication

ε̃f ∈ L2 ∩ L∞
ỹf ∈ L2 ∩ L∞

}
⇒ si [ε̃f (t)] ∈ L2 ∩ L∞

si [ỹf (t)] ∈ L2 ∩ L∞

}
∀i = 0, . . . , n (B.19)

we almost always have h̃ε ∈ L2 ∩ L∞, h̃y ∈ L2 ∩ L∞ (for example, if d
dt [μ (t)] = 0, then

H (t, s)
[
si [.]

]
= H (t, s) si [.] and h̃ε ∈ L2 ∩ L∞, h̃y ∈ L2 ∩ L∞ follow directly from Lemma A1).

Taking into consideration ψ̃a ∈ L2 ∩ L∞ (see Theorem 2), on the basis of equation (B.10) it is
finally obtained that f̃f ∈ L2 ∩L∞. As f̃f ∈ L2 ∩L∞, f̃ ∈ Lp ∩L∞ for p ∈ [1, ∞) (see Proposition
1), then there exists a sufficiently large scalar fmax such that the following holds

satfmax

{
f̃f (t)− f̃ (t)− f (t)

}
= f̃f (t)− f̃ (t)− f (t) ,

thus, equation (B.9) is rewritten as:

ỹ (t) = Wcl (θcl, s)
[
f̃f (t)− f̃ (t)

]
,

from which, owing to f̃f ∈ L2 ∩ L∞, f̃ ∈ Lp ∩ L∞ and using Lemma A5, it is obtained that
lim
t→∞ ỹ (t) = 0.

Proof of Theorem 5. In accordance with proof of Proposition 1 and Theorem 4, when μ (t) =
μ > 0, the closed-loop system is described by the following equations:{

η̇ (t) = μGη (t) + en+1m0μλ (t)

f̃ (t) = e�1 η (t) ,
(B.20a)

ỹ (t) = Wcl (θcl, s)
[
satfmax

{
f̃f (t)− f̃ (t)− f (t)

}
+ f (t)

]
, (B.20b)

f̃f (t) = −ψ�
a (Θ) h̃ε (t)− ψ̃�

a (t)hy (t)−
(
ψ�
a (θa)− ψ�

a (Θ)
)
h̃y (t)− ψ̃�

a (t) h̃y (t) , (B.20c)

where f̃ ∈ L∞ as μλ ∈ L∞ and G is a Hurwitz matrix, and, if Assumption 1 is met, repeating proof
(B.12)–(B.19) from Theorem 4, we have for f̃f (t) that

ρ̃, θ̃, ψ̃b ∈ L2 ∩ L∞ ⇒ f̃f ∈ L2 ∩ L∞.

Then there exists a sufficiently large scalar fmax such that the following holds:

ỹ (t) = Wcl (θcl, s)
[
f̃f (t)

]
︸ ︷︷ ︸

ỹ1(t)

−Wcl (θcl, s)
[
f̃ (t)

]
︸ ︷︷ ︸

ỹ2(t)

,

and, owing to f̃f ∈ L2 ∩ L∞ and using Lemma A5, it is obtained that lim
t→∞ ỹ1 (t) = 0.

In order to complete the proof, equation (B.20a) is considered together with the system

ż (t) = Aclz (t) + encl
f̃ (t) ,

ỹ2 (t) =
[
01×(ncl−(mcl+1)) θ�b.cl

]
z (t) ,

(B.21)

where

Acl = A0 + encl
θ�a.cl, A0 =

[
0ncl

Incl−1

01×(ncl−1)

]
, encl

=

[
0ncl−1

1

]
,
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and the parameters θa.cl, θb.cl are equivalents of θa, θb and match the parameters of the numerator
and denominator of the transfer function of the closed-loop system (2.4).

The following quadratic form is introduced to analyze stability of (B.20a) + (B.21):

V = z�Pzz +
1

μ
η�Pηη, (B.22)

where PzAcl +A�
clPz = −Qz, PηG+G�Pη = −Qη and matrices Qz = Q�

z > 0, Qη = Q�
η > 0 are

chosen such that for some scalars χz ∈ (0, 1) , χη ∈ (0, 1) it holds that:

0 < cz � λmin

(
Qz − χ−1

z Pzencl
e�ncl

Pz

)
,

0 < cη � λmin

(
Qη −m0χ

−1
η Pηen+1e

�
n+1Pη − χze1e

�
1

)
.

Owing to equations (B.20a) and (B.21), the derivative of (B.22) is written as:

V̇ = z�
[
PzAcl +A�

clPz

]
z + 2z�Pzencl

e�1 η + η�
[
PηG+G�Pη

]
η + 2η�Pηen+1m0λ

= −z�Qzz − η�Qηη + 2z�Pzencl
e�1 η + 2η�Pηen+1m0λ.

(B.23)

Having applied the inequalities:

2z�Pzencl
e�1 η � χ−1

z z�Pzencl
e�ncl

Pzz + χzη
�e1e�1 η,

2η�Pηen+1λ � χ−1
η η�Pηen+1e

�
n+1Pηη + χηλ

2,

it is obtained that:

V̇ =− z�
[
Qz − χ−1

z Pzencl
e�ncl

Pz

]
z

− η�
[
Qη −m0χ

−1
η Pηen+1e

�
n+1Pη − χze1e

�
1

]
η + χηm0λ

2

�−min

{
cz

λmax (Pz)
,

μcη
λmax (Pη)

}
V + χηm0λ

2.

(B.24)

As, owing to Assumption 2, it holds that lim
μ→∞λ2 (μ) = 0, then we have from (B.24) that

lim
t→∞ ỹ1 (t) = 0 and lim

t→∞ |ỹ (t)| � ε for arbitrarily small scalar ε > 0.

Proof of Theorem 6. In case μ (t) = μ > 0, owing to Theorem 5, the closed-loop control system
is described by equations (B.20a)–(B.20c) and (B.21). Moreover, considering forced motion com-
ponent ỹ2 (t) and repeating analysis (B.21)–(B.24), we have lim

t→∞ |ỹ2 (t)| � ε2 for arbitrarily small

scalar ε2 > 0. Using the upper bound (3.16) and equations (B.10)–(B.13), the following upper
bound for f̃f (t) is obtained via simple but tedious reasoning:∣∣∣f̃f (t)∣∣∣ � f̃1f (t) + T−1f̃0f , (B.25)

where f̃1f ∈ L2 and 0 < f̃0f < ∞.

Then, in order to complete proof, the following system remains to be considered

ż (t) = Aclz (t) + encl
f̃f (t) ,

ỹ1 (t) =
[
01×(ncl−(mcl+1)) θ�b.cl

]
z (t) .

(B.26)
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The below-given quadratic form is introduced to analyze stability of (B.26):

V = z�Pzz, (B.27)

where PzAcl + A�
clPz = −Qz and the matrix Qz = Q�

z > 0 is chosen such that for some scalar
χz ∈ (0, 1) it holds that 0 < cz � λmin (Qz)− χ−1

z ‖Pzencl
‖2.

Owing to (B.26), the derivative of (B.27) is written as:

V̇ = z�
[
PzAcl +A�

clPz

]
z + 2z�Pzencl

f̃f . (B.28)

Using (B.25), the following is obtained:

2
∥∥∥z�Pzencl

f̃f
∥∥∥ � 2 ‖z‖ ‖Pzencl

‖
∣∣∣f̃f ∣∣∣ ,

2 ‖z‖ ‖Pzencl
‖
∣∣∣f̃f ∣∣∣ � χ−1

z ‖Pzencl
‖2‖z‖2 + χz f̃

2
f ,

f̃2
f � f̃2

1f (t) + 2T−1f̃1f f̃0f + T−2f̃2
0f ,

2T−1f̃1f f̃0f � f̃2
1f (t) + T−2f̃2

0f ,

and therefore, we have:

V̇ � −cz‖z‖2 + 2χz f̃
2
1f (t) + 2T−2χz f̃

2
0f . (B.29)

As f̃1f ∈ L2 and f̃0f < ∞, then from (B.29) it holds that lim
t→∞ |ỹ1 (t)| � ε1 for arbitrarily small

scalar ε1 > 0, which allows one to conclude that lim
t→∞ |ỹ (t)| � ε for arbitrarily small scalar ε > 0.
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